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Education
Sept 2018 – May 2020 ] MS Computer Science, NYU Courant
Aug 2012 – Dec 2016 ] BTech Computer Science and Engineering, IIIT Delhi

Employment History
Jul 2022 – Present ] Predoctoral Researcher at Allen Institute for AI

• Advisors: Iz Beltagy and Emma Strubell
• Working on model compression and retrieval-augmented models.

• Running experiments forOLMomodeling and the dOLMa dataset paper.
• Wrote the online zero-shot evaluation code for the OLMo project.

Jul 2020 – Mar 2022 ] Research Engineer at PyTorch Lightning
• Worked with Kyunghyun Cho to develop stochastic-autoencoders that

utilize data augmentation for state-of-the-art self-supervised learning per-

formance compared to VAEs.

• Staff contributor to Lightning ecosystem of repositories: PyTorch Light-
ning, Lightning Flash, Torch Metrics and Bolts.

• Responsible for setting up and maintaining a 48 GPU cluster; from hard-

ware procurement and co-location negotiations, to setting up user ac-

counts and installing libraries.

• Helped in creating data structure/algorithm and ML interview questions,

conducted 20+ algorithm/data structure interview and 5+ ML interviews.

Jun 2019 – Jul 2019 ] Research Intern at DeepMagic Inc.
• Advisor: Davi Geiger
• Led the research on combining self-attention with convolutions in HR-

Nets, for human pose-estimation, matching state-of-the-art results.

Jan 2017 – Jul 2018 ] Research Assistant at IIIT-Delhi
• Advisor: Saket Anand
• Incorporated cycle-consistency in VAEs to disentangle image representa-

tions better than the previously proposed adversarial methods. Work pub-

lished at ECCV 2018.

Jan 2016 – Jun 2016 ] Data Science Intern at Elucidata
• Created 2 libraries in R (12k+ lines of code) for statistical analysis of

metabolomic data and metabolite reaction network.
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Open-source Contributions
] In-loop LLM evaluation suite

An evaluation suite for in-loop zero-shot evaluation of LLMs. End-tasks were selected from the

Eleuther-AI eval harness in a way that they run under a minute (on 4 A100s), in-loop, during train-

ing and demonstrate non-random task performance for models as small as 300M parameters. The

evaluation suite has been configured to match the results of the Eleuther-AI eval harness repository.

This has also been adapted forOLMo to help with modeling and data ablation decisions.

] LAMB AND LARS optimizers
Open-source implementations for LAMB and LARS optimizers that modify Adam and SGD, respec-

tively, to adapt them to larger batch sizes by scaling optimizer updates by a ratio of weight norm to

gradient norm for each layer in the network.

] Gradient-sync for negative samples across GPUs
The first PyTorch open-source implementation of SimCLR to contain gradient-synchronization for

negative samples across GPUs while applying the contrastive loss.

] TorchMetrics
Co-wrote the current version of TorchMetrics, which allows users to write new metrics without

exposing them to the complexity of distributed coding in PyTorch but maintains and synchronizes

metric states across multiple GPUs in the background. Currently the repository has 100+ imple-

mented metrics and 1.7k+ Github stars.

] GLUE in HuggingFace Transformers
Added 5/9 GLUE tasks to complete the GLUE benchmark in HuggingFace Transformers, back
when it was the BERT repository.

Teaching Experience
Fall 2017 ] Teaching Assistant for Machine Learning

University: IIIT-Delhi, Professor: Saket Anand, Course: CSE 343/543

Fall 2016 ] Teaching Assistant for Introduction to Spatial Computing
University: IIIT-Delhi, Professor: Viswanath Gunturi, Course: CSE 555
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